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IR (Course Objectives)

S =2 X (Course Objective)

or

The students understand the basic concept and algorithms used in machine (deep) learning. The students can

13

ar %

4[D =

or =
o)
(@]
©
(@)]
[
IS
©
o
O
[
£
(@)
©
£
O
c
‘0
3
(2]
£
()
5
>
[7p]
<
O
a
E
N
ko]
5
O

o |

7

&t& A H(Related Learning Outcomes)
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@ %22 (Course Description)

This course covers core concepts, fundamentals and widely used technigues of machine learning including deep
learning. The students learn the theory of major methodologies and practice to solve simple problems by writing machi

ne learning algorithms.
It also covers a brief review of mathematics (e.g., calculus, linear algebra, probability and statistics) required to under
stand machine learning theory.
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—Each student should check her/his own attendance using HandongNFC App.
—More than 7 times of absence will result in failure in this course.
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(Delay)Any submission later than its deadline will not be accepted.

(Honesty)Any type of dishonesties including the following ones will result in failure (F). Refer
'HGU CSEE Standard' including 'Honor Code Guideline'

Ho nor Code &%= |-Each student should do homework, including programming assignments, by herself/himself
Ql without any help from others or collaboration with others.

Hojuty =M Y —-Doing homework together with others is prohibited and will be regarded as cheating except for

team projects.

—-Sharing homework or showing homework to others is cheating.

—Using or referencing any program from the Internet is cheating.
—Referencing any solution written by others, including the solution acquired from the internet, will

be regarded as cheating.
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